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Abstract—Alzheimer’s disease (AD) is a serious neurodegen-
erative condition that affects millions of individuals across the
world. As the average age of individuals in the United States and
the world increases, the prevalence of AD will continue to grow.
To address this public health problem, the research community
has developed computational approaches to sift through various
aspects of clinical data and uncover their insights, among which
one of the most challenging problem is to determine the biological
mechanisms that cause AD to develop. To study this problem,
in this paper we present a novel Joint Multi-Modal Longitudinal
Regression and Classification method and show how it can be
used to identify the cognitive status of the participants in the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) cohort and
the underlying biological mechanisms. By intelligently combining
clinical data of various modalities (i.e., genetic information and
brain scans) using a variety of regularizations that can identify
AD-relevant biomarkers, we perform the regression and classi-
fication tasks simultaneously. Because the proposed objective is
a non-smooth optimization problem that is difficult to solve in
general, we derive an efficient iterative algorithm and rigorously
prove its convergence. To validate our new method in predicting
the cognitive scores of patients and their clinical diagnosis, we
conduct comprehensive experiments on the ADNI cohort. Our
promising results demonstrate the benefits and flexibility of the
proposed method. We anticipate that our new method is of
interest to clinical communities beyond AD research and have
open-sourced the code of our method online.12

Index Terms—Alzheimer’s disease, biomarker identification,
joint regression-classification, longitudinal, multi-modal, multi-
task.
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ALZHEIMER’S disease (AD) is a serious neurodegen-
erative disorder that can lead to grievous mental and

financial consequences for those affected and their families.
AD is characterized by progressive memory and cognitive
decline. According to the Alzheimer’s Association, 5.5 million
people in the United States currently suffer from AD related
dementia. It is forecasted that by 2050, the number of people
suffering from AD is expected to surpass 13.8 million people.
In 2017 alone, the total financial cost associated with health
care, long-term care, and hospice services for patients suffering
from dementia was estimated to be $259 billion in the United
States. With the projected increase of individuals and families
affected by AD, it is becoming increasingly important for
the scientific community to develop novel methods for the
diagnosis and treatment of AD.

A central thread, within the AD research community, has
focused on discovering characteristic biomarkers associated
with the development of the disease. A key component of
this work has been driven by the successful development of a
variety of non-invasive clinical observations such as magnetic
resonance imaging (MRI) scans, positron emission tomogra-
phy (PET), and genetic analysis through the identification of
single nucleotide polymorphisms (SNPs). Through a collection
of public-private partnerships, clinical data from each of theses
modalities, paired with clinical diagnoses and evaluations, are
publicly available to the scientific community through the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) [1].

Through the effective analysis of various AD data sources,
we are able to build models that have the potential to help
clinical researchers narrow down the array of phenotypic and
genetic measures that are predictive of a future AD diagnosis.
Furthermore, as the library of relevant phenotypic and genetic
biomarkers is built and verified, the future research performed
by clinical research teams can be more focused on important
indicators of AD. These types of data-driven methods are
geared towards making it easier for clinicians to focus their
time on a handful of the most predictive genetic variations and
phenotypic changes relevant to AD.

Identifying important genetic and phenotypic changes from
clinical data, like those from the ADNI, provides a few
algorithmic challenges from the machine learning perspective.
First, it is not always clear how to incorporate relationships in
data over time. For example, if a potential AD patient is eval-
uated once a year, the diagnosis, from a learned model, should
depend on all the previous data collected; many state-of-the-
art machine learning models do not explicitly incorporate
this kind of relationship. Algorithms that effectively leverage
longitudinal data are an important research tool that have the

https://github.com/minds-mines/jmmlrc
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potential to transform the way we handle disease diagnoses
and treatment. Combined with institution-wide initiatives, this
class of algorithms can help us identify longitudinally-sensitive
biomarkers and predict the cognitive trajectories of patients.

Following the body of work done through the ADNI, in
this paper we present a new Joint Multi-Modal Longitudinal
Regression and Classification method that has shown great
promise in identifying relevant longitudinal biomarkers in
patients with AD. Our proposed method consists of three
important regularization terms to capture the temporal and
structural relationships of the input data from different per-
spectives. First, we use an `2,1-norm regularization [2], [3]
to effectively associate input features over-time and generate
a sparse solution. Second, we utilize a novel group `1-norm
regularization [4], [5] to globally associate the weights of
our input modalities. In biology, a modality refers to a single
stimulus (i.e., light, sound, touch, etc.). In this paper, we use
modality to indicate a single data grouping (i.e., brain imaging
data, genetic data, diagnostic data, etc.). The group `1-norm
regularization is able to determine which input modality is
most effective at predicting a particular output. Third, we
incorporate the trace-norm regularization [6] to account for
relationships that occur within and across modalities. Equipped
with the three different types of regularizations, our proposed
method aims to solve the regression and classification tasks
simultaneously, because the joint classification and regression
design has shown superior performance when compared to the
same tasks performed separately [7], [8].

A. Related Work

Recent research [9] has shown that AD-related brain
changes can occur 10-15 years before any symptoms of de-
mentia are observed. These findings underscore the importance
of developing models that relate data over time. Understanding
the mechanisms behind the development of neurodegenerative
diseases such as AD can reveal important opportunities for
their early detection and treatment.

The analysis of medical imaging data is the core to un-
derstanding AD and its development. The diagnosis of AD
through the analysis of MRI scans is difficult, particularly at
the early stages of the disease when the brain has sustained less
damage. Past researches [10], [11] used various state-of-the-art
machine learning models, applied to MRI images, to predict
AD diagnoses. This research combined with the continued
analysis of MRI images of AD patients, helped provide a
foundational understanding on how the disease develops.

Recently, the work on automated AD diagnoses [11] illus-
trated the effectiveness of voxel-based normalization of MRI
images. Their voxel-based technique was able to improve the
average accuracy of predicting the disease status of patients
with and without AD over previous methods. In addition to
the improved prediction performance, the results in [11] also
showed that that the grey matter volume, derived from an
MRI image, is an effective feature to consider when one
differentiates between cognitively normal patients and those
who suffer from AD. This work illustrated the importance of
being able to investigate the internal structure of the learned

model to identify relevant biomarkers, which motivates us to
apply linear models instead of more complicated and difficult
to interpret models. We will provide a comparison between
this elastic logistic-regression model in [11] and our proposed
method in our experiments.

More recent works [12], [13] also illustrated the benefits
of incorporating longitudinal data into a model that predicts
cognitive performance. It is only through the analysis of
longitudinal data, combined with an appropriately designed
algorithm, that we are able to develop a deeper understanding
of the cognitive progression of individuals susceptible to AD.
By investigating the computational approaches implemented
in these works, we are able to design our own nuanced
approach to solve longitudinal prediction problems. Longitu-
dinal approaches form a more complete picture concerning the
progress of neurodegenerative diseases. Once inspected, lon-
gitudinal models can help provide evidence for the underlying
mechanisms that occur during cognitive decline.

Various regularizations, leveraged by the methods proposed
in [2], [4], further developed strategies for discovering rela-
tionships within longitudinal datasets. These advances in lon-
gitudinal regularization, applied to multi-modal datasets, are
the key to discovering relationships across features over time.
Our proposed method applies a collection of regularizations to
assist in the discovery of AD-predictive biomarkers and any
associated relationships across different data streams.

B. Scientific Contributions of this Paper

Despite the heavy focus on using machine learning in
biological analyses, many methods within the field do not take
advantage of newer advances in machine learning. Due to the
vast size and complexity of imaging and genetic data, using
efficient and robust algorithms is critical to providing patients
with accurate information concerning their health. As such,
being able to apply new knowledge in the field of machine
learning is incredibly valuable. Through the development of
new machine learning algorithms applied to the biomedical
field, the authors aim to build upon past research from both
the computational biology and mathematical perspectives.

Our proposed Joint Multi-Modal Longitudinal Regression
and Classification model is of clinical significance, because
it can effectively identify a small number of important phe-
notypic features that are consistent over time. As reported in
the Experiments section, from the empirical perspective, our
proposed algorithm is designed to provide clinical researchers
with a small set of genetic and phenotypic features on which
clinicians should focus. In addition, from the theoretical per-
spective, we provide a rigorous analysis that guarantees the
convergence of the proposed algorithm.

This paper is an extension of our recent work [14] originally
reported in the 21st International Conference on Medical Im-
age Computing and Computing Assisted Intervention (MICCAI
2018). In this extended journal manuscript, we provide the
following expansions over its conference version:

- Rigorously prove in mathematics the convergence of the
solution algorithm of the proposed Joint Multi-Modal
Longitudinal Regression and Classification method.
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Fig. 1. Visualization of the input (X ), parameter (V) and output (Y) tensors.
In each time-step of X , the k modalities are explicitly defined to facilitate
calculating the group `1-norm. Note the boundaries contained within V and
Y to separate the classification and regression tasks. The goal of the Joint
Multi-Modal Longitudinal Regression and Classification method is to learn
the most effective mapping from X to Y through the variation of V .

- Improved mathematical notations in order to unambigu-
ously communicate the algorithm’s implementation.

- Significantly expand the experiments to provide addi-
tional insights into the benefit of our proposed method.

- Describe the motivations behind the interface and imple-
mentation details within our code. This effort is designed
to make it easier for future researchers to use the proposed
method and its solution algorithm.

II. METHODOLOGY

The input imaging and genetic features can be represented
by a set of matrices: X = {X1,X2, ...,XT } ∈ Rn×d×T . Each
Xt represents the input observations for n patients with d fea-
tures at a given time t (1 ≤ t ≤ T ). The output diagnoses and
cognitive scores can be represented by another set of matrices:
Y = {Y1,Y2, ...,YT } ∈ Rn×c×T . Each Yt = [Yrt Yct] is
a concatenation of the cognitive scores (for regression) and
diagnoses (for classification) for n patients at time t. We define
c = cr + cc where cr is the number of regression targets and
cc is the number of possible diagnoses. Obviously, both X
and Y are tensors. The goal of our proposed algorithm is to
learn a joint regression and classification model represented by
the parameter tensor V = [W P]: V = {V1,V2, . . . ,VT } =
{[W1 P1], [W2 P2], . . . , [WT PT ]} ∈ Rd×c×T . Note that
here we explicitly separate Wt ∈ Rd×cr and Pt ∈ Rd×cc in
each Vt, which provides us with convenient notation to ex-
plicitly separate the learned coefficient matrices for regression
(Wt (1 ≤ t ≤ T )) and classification (Pt (1 ≤ t ≤ T )). For
easier understanding, the input, output, and parameter tensors
are visually illustrated in Figure 1.

For the remainder of this manuscript, we will write matrices
as bold uppercase letters, vectors as bold lowercase letters, and
scalars as lower case letters. Given a matrix M, its i-th row
and j-th column are denoted as mi and mj , respectively.

A. Our Objective

The key idea of our proposed approach is to perform the
regression and classification tasks at the same time. Joint
regression and classification can help discover more robust
patterns than those discovered when classification and regres-
sion are performed separately [7], [8]. These robust patterns
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Fig. 2. A visualization of the unfolding operation on V . The objective in (2)
contains various regularizations, applied to the matrix V which is unfolded
from the tensor V . This is designed to find phenotypic correlations that are
consistent over time and correspond to the modal structure of X .

can arise when the learned parameters for one task become
outliers for the other. To achieve simultaneous classification
and regression, we minimize the following joint objective:

min
W,P

Lr(W) + Lc(P) +R(V) , (1)

where Lr and Lc are the prescribed loss functions for the
respective regression and classification tasks, and R(V) is the
regularization term for better numerical stability and capturing
data structures as detailed in the remainder of this subsection.

First, from the clinical research perspective, it is desirable
that our model identifies specific features that are consistent
over time. We want our model to be longitudinally consistent
in order to identify specific phenotypic changes which we
should pay attention to and investigate further. In order to
associate the longitudinal imaging and genetic markers to
predict cognitive scores and diagnoses over time, we apply the
widely used `2,1-norm [2], [3] to the parameter matrix V =
[W1 P1 W2 P2 . . .WT PT ], which is unfolded from the pa-
rameter tensor V along the time mode as illustrated in Figure 2.
Specifically, we use R (V) = ‖V‖2,1 =

∑d
i=1

∥∥vi
∥∥
2
.

Second, as we combine different modalities (i.e., VBM,
FreeSurfer, and SNP) together, it is important for our model to
differentiate the impact that each modality has on each task.
This is critical since the features of a specific input modality
can have a larger impact in predicting a particular label. For
example, features associated with the brain imaging modality
may be more useful in determining cognitive scores than the
corresponding genetic modality, and vice versa. In order to
capture these relationships inherent to the input modalities,
we leverage the group `1-norm (G1-norm) proposed by [8],
[4], [5] (note that k is the number of input modalities):
‖V‖G1

=
∑k

j=1

∥∥Vj
∥∥
2
, where Vj is a horizontal block of

coefficients in V that corresponds to the jth modality in X .
Using this group `1-norm we further develop the regularization
term of (1) as R (V) = γ1 ‖V‖2,1 + γ2 ‖V‖G1

.
Third, we know that as AD develops, many cognitive

measures are related to one another. In order to account for
this inner-modal and inter-modal relationship, we leverage the
trace norm regularization of V [15], [16]: ‖V‖∗ =

∑
σi(V),

where σi(V) are the singular values of V. This can develop
correlations across each of the learning tasks at different time
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points. It is well known [15] that the trace-norm is the best
convex approximation of the rank of a matrix. This rank
minimization will develop joint correlations across each of
the learning tasks at different time points, by which we finally
propose our Joint Multi-Modal Longitudinal Regression and
Classification objective as follows:

min
V
J =

T∑
t=1

‖XtWt −Yrt‖2F

+
T∑

t=1

(1− (XtPt + bt)�Yct)+

+ γ1 ‖V‖2,1 + γ2 ‖V‖G1
+ γ3 ‖V‖∗ ,

(2)

where the function (a)+ is defined as (a)+ = max(0, a)
and � is the Hadamard product. Here the least square loss
function in the first term of (2) is used for the regression tasks
and the hinge loss function in the second term, where bt is
the intercept for the t-th multi-class support vector machine
(SVM), is used as a penalty for the classification tasks.

B. Derivation of the Solution Algorithm and its Convergence

Despite its clear intuitions, the proposed objective J in (2)
is a non-smooth convex problem. To solve this optimization
problem efficiently, we derive an iterative algorithm as sum-
marized in Algorithm 1, whose convergence can be rigorously
guaranteed by Theorem 2.1 because we employ the iteratively
reweighted method [2], [17], [18] to deal with the non-smooth
regularization terms.

Algorithm 1: The algorithm to minimize J in (2).
Data: X = {X1,X2, ...,XT } ∈ Rn×d×T ,

Y = [Yr Yc] = {Y1,Y2, ...,YT } ∈ Rn×c×T .
1. Initialize V = [W P] ∈ Rd×c×T where W ∈ Rd×cr×T is

generated using the regression results (Yr) at each
individual time point and P ∈ Rd×cc×T is derived from T
multi-class SVMs fit to Yc.

while not converges do
2. Unfold the joint coefficient matrix V:
V = [V1 V2 ... VT ] ∈ Rd×cT .

3. Calculate the diagonal matrix D where the i-th
diagonal element is computed as: Di

i = 1

2‖vi‖
2

.

4. Calculate the k block-diagonal matrix D̄. The size of
each k-th block is determined via user-defined groups
along Rd: D̄k = 1

2‖Vk‖
2

Ik.

5. Calculate the diagonal matrix D̂: D̂ = 1
2

(
VVT

)− 1
2 .

6. Update W:

W =

[(
XXT + γ1D + γ2D̄ + γ3D̂

)−1

XTYr

]T

t=1

.

7. Using a SVM solver, update P:

P =

[
arg min

P,b

(
1−

(
X̃P + b

)
�Yc

)
+

]T

t=1

,

where X̃ =
(
γ1D + γ2D̄ + γ3D̂

)− 1
2X.

8. Update V: V = [W P].
end
Result: V = {V1,V2, ...,VT } ∈ Rd×c×T

Theorem 2.1: Algorithm 1 monotonically decreases the
objective of the problem in (2) in each iteration, and converges
to the globally optimal solution.

Proof : We denote the updated-unfolded W in each iteration
as W̃, the updated-unfolded P as P̃, and the updated V as
Ṽ = [W̃0 P̃0 . . . W̃T P̃T ]. The least square loss in the g-th
iteration is represented by L(g)

r =
∑T

t=0 ‖XW −Yr‖2F and
the hinge loss by L(g)

c =
∑T

t=0(1− (XP + b)�Yc)+. Here
we drop the time subscripts for brevity and better readability.

According to Step 6 of Algorithm 1, we know that the
following inequality holds:

Lr
(g+1) + γ1 tr

(
W̃TDW̃

)
+ γ2 tr

(
W̃T D̄W̃

)
+

γ3 tr
(
W̃T D̂W̃

)
≤

Lr
(g) + γ1 tr

(
WTDW

)
+ γ2 tr

(
WT D̄W

)
+

γ3 tr
(
WT D̂W

)
.

(3)

Similarly, according to Step 7 of Algorithm 1, the following
inequality holds:

Lc
(g+1) + γ1 tr

(
P̃TDP̃

)
+ γ2 tr

(
P̃T D̄P̃

)
+

γ3 tr
(
P̃T D̂P̃

)
≤

Lc
(g) + γ1 tr

(
PTDP

)
+ γ2 tr

(
PT D̄P

)
+

γ3 tr
(
PT D̂P

)
.

(4)

According to [2, Lemma 1], we know that ‖ṽ‖2−
‖ṽ‖22
2‖v‖2

≤

‖v‖2 −
‖v‖22
2‖v‖2

, by which we can derive the following set of
inequalities applied to V:

d∑
i=1

∥∥ṽi
∥∥
2
−

d∑
i=1

∥∥ṽi
∥∥2
2

2 ‖vi‖2
≤

d∑
i=1

∥∥vi
∥∥
2
−

d∑
i=1

∥∥vi
∥∥2
2

2 ‖vi‖2
, (5)

k∑
j=1

∥∥∥Ṽj
∥∥∥
F
−

k∑
j=1

∥∥∥Ṽj
∥∥∥2
F

2 ‖Vk‖2
Ik ≤

k∑
j=1

∥∥Vj
∥∥
F
−

k∑
j=1

∥∥Vj
∥∥2
F

2 ‖Vk‖2
Ik ,

(6)
According to [12, Lemma 2], we know that tr

(
B

1
2

)
−

1
2 tr

(
BA−

1
2

)
≤ tr

(
A

1
2

)
− 1

2 tr
(
AA−

1
2

)
, by which we can

derive the following inequality:∥∥∥Ṽ∥∥∥
F
− tr

(
ṼṼT 1

2

(
VVT

)− 1
2

)
≤

‖V‖F − tr
(
VVT 1

2

(
VVT

)− 1
2

)
.

(7)

Then, by using the definitions of D, D̄ and D̂, we can
rewrite (5–7) as:

γ1

d∑
i=1

∥∥ṽi
∥∥
2
− γ1 tr

(
ṼTDṼ

)
≤

γ1

d∑
i=1

∥∥vi
∥∥
2
− γ1 tr

(
VTDV

)
,

(8)
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γ2

k∑
j=1

∥∥∥Ṽj
∥∥∥
F
− γ2 tr

(
ṼT D̄Ṽ

)
≤

γ2

k∑
j=1

∥∥Vj
∥∥
F
− γ2 tr

(
VT D̄V

)
,

(9)

γ3

∥∥∥Ṽ∥∥∥
F
− γ3 tr

(
ṼT D̂Ṽ

)
≤

γ2 ‖V‖F − γ3 tr
(
VTDV

)
.

(10)

Finally, using the fact that tr
(
VTDV

)
= tr

(
WTDW

)
+

tr
(
PTDP

)
, we add (3-4) to (8-10):

L(g+1)
r + L(g+1)

c +

γ1

d∑
i=1

∥∥ṽi
∥∥
2

+ γ2

k∑
j=1

∥∥∥Ṽj
∥∥∥
F

+ γ3

∥∥∥Ṽ∥∥∥
F
≤

L(g)
r + L(g)

c +

γ1

d∑
i=1

∥∥vi
∥∥
2

+ γ2

k∑
j=1

∥∥Vj
∥∥
F

+ γ3 ‖V‖F .

(11)

Therefore, our algorithm decreases the objective value of (2)
after each iteration in Algorithm 1. Since the objective in (2) is
a convex optimization problem and apparently lower-bounded,
Algorithm 1 will converge to a globally optimal solution. �

III. EXPERIMENTS

Data. We downloaded 1.5T MRI scans, SNP genotypes, and
demographic information for 821 ADNI-1 participants. We
performed voxel-based morphometry (VBM) and FreeSurfer
automated parcellation on the MRI data following [19], and
extracted mean modulated gray matter (GM) measures for
90 target regions of interest (ROIs). We followed the SNP
quality control steps discussed in [20]. We also downloaded
the longitudinal scores of the participants’ Rey’s Auditory
Verbal Learning Test (RAVLT) and their clinical diagnoses:
healthy control (HC), mild cognitive impairment (MCI), and
Alzheimer’s disease (AD). The details of these cognitive
assessments can be found in the ADNI procedure manuals.
All feature data have been normalized to have zero mean
and unit-variance. The time points examined in this study
for both imaging markers and cognitive assessments included
baseline (BL), Month 6 (M6), Month 12 (M12) and Month 24
(M24). All the participants with no missing BL/M6/M12/M24
MRI measurements, SNP genotypes, and cognitive measures
were included in this study, which resulted in a set of 412
subjects. The patient diagnoses at each time point are provided
in Table I. The authors note that if more time points were
utilized, specifically M18, the resulting training/testing dataset
would be too small due to the significant amount of missing
data at that particular time point. In the following experiments
X ∈ R412×1404×4,Y ∈ R412×6×4, and V ∈ R1404×6×4.

Settings. For all the results reported in the following ex-
periments, we performed a reasonable grid search for each

Table I
PATIENT DIAGNOSES AT EACH TIME POINT DERIVED FROM THE ADNI.

AD MCI HC
Baseline 79 190 143
Month 6 86 180 146
Month 12 111 155 146
Month 24 155 110 147

of the compared methods designed to provide a fair com-
parison between our proposed method and the other compet-
ing methods. The optimal tuning parameters are chosen by
the model that provides the best regression or classification
performance using a five-fold cross-validation strategy. This
approach involves randomly breaking X and Y into five
approximately-equal groups along n. The first group (or fold)
is used for validation whereas the remaining four folds are
used to train the model; this process is repeated five times
for each validation/training pairs. We iterate each five-fold
experiment one-hundred times and randomly shuffle X and
Y in between each iteration. The hyper parameters that result
in the best average performance for a given model are used
for comparison. The standard deviations for each performance
metric during the iterated five-fold experiments are provided
with our results. In choosing the parameters for the proposed
Joint Multi-Modal Longitudinal Regression and Classification
method, we fine tuned γ1, γ2 and γ3 in (2) by searching a grid
of powers of 10 between 10−5 and 105 and choose the best
model based on the average multitask performance, which are
thereby set as γ1 = 10−5, γ1 = 10−2 and γ1 = 102 in our
experiments.

Implementation Details. To facilitate the comparisons of
the proposed Joint Multi-Modal Longitudinal Regression and
Classification method to other state-of-the-art algorithms, the
authors have made a concerted effort to adhere to a standard-
ized machine learning interface. We follow an implementation
interface that is identical to sklearn’s model.fit(X, y)
and model.predict(X) API [21]. This is designed to
make our code trivial for the reader to understand, run ex-
periments, and perform hyper-parameter searches when ap-
plying our new method to their own datasets. The code that
implements our new model has been open-sourced online at
https://github.com/minds-mines/jmmlrc.

A. Performance

In this section, we explore the performance of the proposed
Joint Multi-Modal Longitudinal Regression and Classifica-
tion method from two different perspectives. First, we will
investigate the overall performance of the regression and
classification tasks averaged over all the time points used in
the ADNI study (BL, M6, M12, and M24). Second, using
the data gathered from this experiment, we will compare the
longitudinal performance of our model at each individual time
point, where our model will be compared to the second best
performing algorithm derived from the first experiment. We
will measure performance of the regression task by calculating
the root-mean-squared error (RMSE) values and determine

https://github.com/minds-mines/jmmlrc
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Table II
REGRESSION. RMSE RESULTS, AVERAGED ACROSS ALL TIME POINTS, OF THE PROPOSED METHOD COMPARED TO A COLLECTION OF BROADLY USED

REGRESSION METHODS AND THE DEGENERATE VERSIONS OF OUR OWN METHOD. STANDARD DEVIATION RESULTS FROM THE FIVE-FOLD TESTING
SCHEME ARE ALSO REPORTED. NOTE THAT RAVLT MEMORY SCORES RANGE FROM 0 TO 74.

Model RAVLT TOT RAVLT30 RAVLT30 RECOG All
Linear 3.71e11±8.50e11 4.37e11±9.62e11 6.29e11±1.37e12 5.23e12±1.07e11
Ridge 18.8±0.538 20.4±0.625 19.5±0.591 19.6±0.469
Lasso 19.2±0.659 21.1±0.721 19.9±0.627 20.1±0.553
MLP 19.2±0.676 20.9±0.697 19.8±0.675 20.0±0.562
ELM 19.5±0.669 21.3±0.71 20.4±0.697 20.4±0.572

Ours (`2,1-norm only) 12.0±0.620 18.4±0.803 18.6±0.860 16.6±0.517
Ours (group `1-norm only) 12.6±0.837 19.7±1.140 19.7±1.190 17.7±0.844

Ours (trace-norm only) 12.1±0.707 18.4±1.160 18.5±0.838 16.6±0.710
Ours (regression only) 12.9±0.938 19.7±1.250 20.1±0.872 17.9±0.871

Ours 11.7±0.836 18.3±0.530 18.1±0.792 16.2±0.758

Table III
CLASSIFICATION. F1 AND BALANCED ACCURACY (BACC) SCORES OF THE PROPOSED METHOD, AVERAGED ACROSS ALL TIME POINTS, COMPARED

AGAINST A COLLECTION OF WIDELY USED CLASSIFICATION METHODS AND THE DEGENERATE VERSIONS OF OUR OWN METHOD. EACH F1 SCORE, AND
THEIR STANDARD DEVIATIONS, ARE ASSOCIATED WITH THE PERFORMANCE ON IDENTIFYING THE THREE CLASSIFICATION LABELS REFERENCED IN THE
ADNI DATASET. BALANCED ACCURACY IS CALCULATED ACROSS ALL CLASSES. NOTE THAT ElasticNet [11], LinearSVM [10], AND ELM [22] HAVE ALL

BEEN USED PREVIOUSLY TO DIAGNOSE AD.

Model F1 (AD) F1 (MCI) F1 (HC) F1 (All) BACC (All)

Logistic 0.282±0.043 0.511±0.026 0.351±0.045 0.416±0.025 0.394±0.024
RandomForest 0.347±0.047 0.403±0.042 0.396±0.040 0.379±0.028 0.373±0.028

SVM 0.272±0.033 0.462±0.030 0.384±0.038 0.394±0.025 0.378±0.024
KNN 0.334±0.051 0.467±0.030 0.400±0.035 0.414±0.025 0.402±0.026
MLP 0.310±0.048 0.422±0.054 0.414±0.040 0.396±0.023 0.385±0.023

ElasticNet 0.301±0.052 0.485±0.048 0.369±0.090 0.415±0.028 0.396±0.027
LinearSVM 0.287±0.081 0.455±0.022 0.354±0.084 0.392±0.021 0.353±0.015

ELM 0.186±0.062 0.472±0.031 0.334±0.062 0.376±0.031 0.351±0.026
Ours (`2,1-norm only) 0.551±0.048 0.496±0.045 0.660±0.048 0.574±0.038 0.577±0.042

Ours (group `1-norm only) 0.477±0.044 0.473±0.046 0.524±0.057 0.493±0.038 0.492±0.038
Ours (trace-norm only) 0.550±0.040 0.505±0.048 0.619±0.041 0.546±0.032 0.547±0.033

Ours (classification only) 0.548±0.035 0.506±0.042 0.663±0.054 0.559±0.033 0.574±0.030
Ours 0.566±0.047 0.513±0.043 0.683±0.044 0.576±0.033 0.584±0.033

the performance of the classification task through calculating
class-specific F1 scores:

F1 = 2× precision× recall
precision + recall

,

and Balanced Accuracy (BACC) [23]. Here we note that,
through our recent considerable efforts on fine tuning the
parameters for all compared methods, better performances
on both regression and classification tasks are reported in
this manuscript compared to those reported in its conference
version in [14].

Regression. In Table II we report the regression perfor-
mance results of a collection of broadly used machine learning
methods against our new method in standard five-fold cross-
validations. We compare our algorithm against multivariate
linear regression (Linear), `2-norm regularized linear regres-
sion (Ridge), `1-norm regularized linear regression (Lasso)
[24], multi-layer perceptron regression (MLP) [25], extreme
learning machine regression (ELM) [22]. We also compare our
algorithm against its degenerate versions, i.e., regularization
using `21-norm, group `1-norm, trace norm only, and regu-
larizing on the regression coefficients only. We can see from
the results presented in Table II that the proposed algorithm
shows promising regression performance when compared to
its competing counterparts. The optimized hyper parameters
for the competing methods are provided with our code.

In addition to the regression performance improvements
afforded by our proposed method, we can see that each of the
degenerate versions provide a significant boost in performance
when compared to the basic regularizations utilized in ridge
and lasso multivariate regressions. Therefore, the results in
Table II show that the regularizations described in (2) have the
capacity to improve the RAVLT score predictions associated
with participants in the ADNI study. While our method
improves the average prediction performance of all three
RAVLT scores as shown in Table II, the authors recognize that
the performance of the fully regularized version of our new
method only slightly improves upon its degenerate versions.
We will provide deeper insight into the differences between the
degenerate methods and the fully regularized objective later
when we investigate the Biomarker Identification properties
of our method.

Classification. In Table III we report the classification
performance results of our method compared to a variety
of broadly used classification algorithms in five-fold cross-
validations. We compare our method against logistic regres-
sion (Logistic), random forest classifier (RandomForest), sup-
port vector machine using a sigmoid-kernel (SVM), k-nearest
neighbors classifier (KNN), logistic regression with elastic net
regularization (ElasticNet) [11], linear support vector machine
(LinearSVM) [10] and an extreme learning machine (ELM)
[22]. From Table III we can see that our algorithm, and
its assorted degenerate versions, show the most improvement
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Fig. 3. RAVLT score prediction: RMSE of our
model at each individual time point compared
against Ridge regression. The black lines superim-
posed on each bar represent the standard deviations
derived from the five-fold cross-validation experi-
ments.

BL M6 M12 M24
Times

0.0

0.1

0.2

0.3

0.4

0.5

0.6

F 1
 S

co
re

 (M
CI

 D
ia

gn
os

is)

Ours
Logistic Regression

Fig. 4. F1 scores and the standard deviations
derived from the five-fold cross-validation experi-
ments, separated by time point, predicting MCI by
our method compared against Logistic regression:
Our method slightly outperforms logistic regression
at all time points except for M24.
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Fig. 5. F1 scores and the standard deviations
derived from the five-fold cross-validation exper-
iments, separated by time point, predicting AD di-
agnoses of our method compared against Random-
Forest: Our method is more effective at detecting
cognitive decline at later time points.

when predicting HC and AD diagnoses. The relative per-
formance improvement of predicting MCI patients is limited
when compared to more traditional methods such as logistic
regression. We also notice that the results of the algorithms
in [10], [11], and [22] perform significantly worse than our
new method. This is likely because these two algorithms were
only designed to differentiate between two classes (HC and
AD) instead of three (HC, MCI, and AD.)

The results in Table III again demonstrate that the regu-
larizations used in our method are able to exploit the lon-
gitudinal and grouped relationships that are not leveraged
in any of the competing algorithms. On average, our new
method significantly outperforms the detection of HC and AD
in ADNI participants when compared to all the competing
machine learning models. The authors again note that, similar
to the regression results, the fully regularized version of our
new method shows modest improvement over the degenerate
versions of our method.

Longitudinal Regression (RAVLT). An important perfor-
mance consideration for evaluating the effectiveness of our
proposed method is how well it performs at each individual
time point. This longitudinal analysis is a critical component
for understanding what effects the regularization on V has on
the accuracy of our model at each time point.

In Figure 3 we provide the regression performance values
at each individual time point contained in the ADNI study.
We compare our method against ridge regression at each time
point. Here we chose ridge regression for this study, because it
has the best performance among the tested competing methods
as reported in Table II. We can see from Figure 3 that the
proposed method outperforms ridge regression at every time
point. This success can be attributed to the fact that the
regularizations on V help the algorithm take into account the
longitudinal patterns evident in the ADNI dataset.

Longitudinal Classification (Diagnosis of AD and MCI).
Recent research [26] suggests that the early identification and
diagnosis of patients with AD is a key component for reducing
the financial burden associated with the disease. The earlier
a patient is diagnosed with AD, and by extension MCI, the
earlier caregiver interventions and pharmacological treatments

can occur. Early intervention has been shown to slow down
the progression of AD. In Figure 4 and Figure 5, we report the
time-separated MCI and AD classification performance of the
proposed method compared against the Logistic regression and
RandomForest classifiers. We can see from Figure 4 that dur-
ing BL and M6 our new method slightly outperforms Logistic
regression in predicting MCI diagnoses in ADNI participants.
Then between M12 and M24, according to Figure 5, our
method is able to significantly outperform the RandomForest
algorithm in identifying AD. Although, this improvement is
not consistent over all time points for predicting AD and MCI.

This observed decrease in predictive performance at M24
is likely due to a significant change in disease status between
M6 and M12. In Table I we can see that between M6 and
M12 the number of patients that are diagnosed with MCI
drops while the number of AD patients significantly increases.
Nonetheless, our method is able to effectively identify MCI
early and AD late. This performance boost, paired with the
longitudinal regularizations proposed in our method, provides
insight into biomarkers that are predictive of cognitive decline.

B. Biomarker Identification

From the clinical research perspective, one key contribution
of our Joint Multi-Modal Longitudinal Regression and Classi-
fication method is its capability to discover phenotypic features
that have the largest impact on our regression and classification
predictions over time. This “biomarker identification” capacity
is only possible because we can inspect the internal structure of
our learned model, which contrasts significantly from “black-
box” algorithms like deep neural networks where it can be
difficult to determine which specific input features impact the
resulting prediction. In our case, once the proposed algorithm
optimizes (2), we can analyze the magnitude of each row in
V to determine which feature is the most important feature.

Brain Imaging Modalities. In Figure 6 and Figure 7 we
plot the magnitudes, derived from V, of coefficients associated
with the FreeSurfer and VBM features contained in X . We
can clearly see that the biomarkers discovered across all four
time points are all longitudinally consistent. Visually, the brain
heat-map images from BL to M24 look almost identical, which
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Fig. 6. Visualization of the FreeSurfer modality coefficients derived from V at
various times (BL/M6/M12/M24). The top ten brain AAL[27] regions are as
follows (largest to smallest): Left Hippocampus, Left Entorhinal Cortex, Right
Entorhinal Cortex, Left Amygdala, Left Middle Temporal Gyrus, Left Inferior
Temporal Gyrus, Left Parahippocampal Gyrus, Left Inferior Parietal Gyrus,
Left Banks of Superior Temporal Sulcus, Right Inferior Parietal Gyrus, Right
Middle Temporal Gyrus. Created using the nilearn software package [28].

illustrates the power of the `2,1-norm regularization that pro-
vides our algorithm with the ability to identify longitudinally
consistent biomarkers. This consistency is especially important
from the clinical perspective, because we can leverage this
longitudinal consistency to identify which parts of the brain the
medical community should focus on with regards to AD. We
can also verify the performance of our method by determining
whether the ranked features listed in the description of Figure 6
and Figure 7 are consistent with previous AD research.

For example, Mu et al. [29] provided a review that docu-
mented how the hippocampus is affected by the early stages
of AD, which is in perfect accordance with our experimental
results in that this region of the brain is one of the top features
discovered by our model in both FreeSurfer and VBM modali-
ties. Besides, Van Hoesen et al. [30] reported a strong evidence
that a severely damaged entorhinal cortex (Broadmann’s area
28) is observed in patients suffering from AD, which confirms
our experimental finding that the thickness of the entorhinal
cortex is incorporated as a feature in our FreeSurfer dataset
and its coefficient is also ranked highly. In addition, Poulin et
al. [31] analyzed the impact of amygdala atrophy and deter-

Fig. 7. Visualization of the voxel-based morphometry modality coefficients
derived from W at various times (BL/M6/M12/M24). The top ten AAL[27]
regions are as follows (largest to smallest): Right Middle Temporal Gyrus,
Left Hippocampus, Left Middle Temporal Gyrus, Right Inferior Temporal
Gyrus, Right Angular Gyrus, Left Inferior Temporal Gyrus, Left Inferior
Parietal Gyrus, Left Amygdala, Right Hippocampus, Left Supramarginal
Gyrus. Created using the nilearn software package [28].

mined that it was highly predictive of AD severity during
the early clinical stages of AD, which nicely supports the
biomarkers identified by our model. Finally, Convit et al. [32],
using a logistic regression model, determined that the medial,
inferior and middle temporal gyri are some of the first areas
in the brain affected by AD, whose importance are reinforced
by the ranked features discovered by our method.

The combination of longitudinal consistency of the MRI
biomarkers discovered by our new method, supported by
previous AD research focused on identifying important brain
biomarkers, indicate the promise that our new method holds
in discovering biomarkers relevant to AD.

The Case for All Three Regularizations. We observe in
Table II and Table III that the fully regularized version of our
method has stronger performance than its degenerate versions,
although this performance improvement over those regularized
by either the `2,1-norm or the trace norm is not big. The
authors recognize that the small performance improvements
afforded by the extra regularizations introduced by our method
may not provide sufficient evidence to increase the complexity
of the proposed algorithm. Here, we aim to convince the
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Fig. 8. Top: FreeSurfer coefficients derived from
V trained via an objective with the `2,1 norm regu-
larization only. Bottom: VBM coefficients derived
from V trained via an objective with the `2,1 norm
regularization only.

Fig. 9. Top: FreeSurfer coefficients derived from
V trained via an objective with the `1-group norm
only. Bottom: VBM coefficients derived from V
trained via an objective with the `1-group norm
regularization only.

Fig. 10. Top: FreeSurfer coefficients derived from
V trained via an objective with the trace norm regu-
larization only. Bottom: VBM coefficients derived
from V trained via on objective with the trace norm
regularization only.
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Fig. 11. The top-10 SNP weights derived from the learned matrix V . Each
of the values reported on the top of each bar represent the linear weights
associated with each SNP. A higher value indicates that SNP is more predictive
of a particular AD diagnosis or RAVLT score prediction.

readers that the Biomarker Identification properties of our
method clearly illustrate the benefits of the fully regularized
method when compared to its degenerate versions.

In Figure 8-10 we can see that all the three degenerate
versions of the proposed method do not sparsify the parameter
tensor V to the same degree as the fully regularized objective
visualized in Figures 6 and 7. When all three regularizations
are incorporated, we find that our model unambiguously
selects certain areas of the brain. The results of this strong
feature selection appear to benefit the performance of the final
model. In addition, this feature selection provides our method
with a significant clinical advantage: when our method is fully
regularized, it clearly identifies specific areas of the brain. This
feature selection property, afforded by the fully regularized
objective in (2), warrants the potential of our method for
identifying AD-relevant biomarkers for future research.

Genetic Modality. In Figure 11 we rank the top-10 features
contained within the SNP modality derived from V. As
expected, the highest impact SNP discovered by our algorithm
is rs429358. This SNP, frequently known as the APOE-ε4
allele, has been found [33] to be predictive of early-onset

AD. The coefficient associated with rs420358 is approximately
three times larger than the second largest coefficient displayed
in Figure 11. Besides rs420358, other AD research [34] also
mentions the following high-impact SNPs discovered by our
algorithm: rs11687624, rs1269918 and rs11193420.

IV. CONCLUSION

Developing effective methods for modeling the relationship
between a variety of different input and output modalities is an
important topic in AD research. In the presented Joint Multi-
Modal Longitudinal Regression and Classification method,
we show how an appropriately regularized regression and
classification model can provide state-of-the-art performance
in predicting the cognitive progression of participants within
the ADNI. In addition to the performance improvements
enabled, the convergence of our method is rigorously proven.
The potential for our method to be used to identify relevant
biomarkers across time, perhaps its biggest asset, is supported
by a widely recognized machine learning interface that makes
it more straightforward for other groups to test and incorporate
our method with their own datasets. Our promising experimen-
tal results, read in conjunction with the greater collection of
AD research, illustrate the utility of the proposed method.
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